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ABSTRACT

Language-queried audio source separation (LASS) aims to
separate an audio source guided by a text query, with the signal-
to-distortion ratio (SDR)-based metrics being commonly used to
objectively measure the quality of the separated audio. However,
the SDR-based metrics require a reference signal, which is often
difficult to obtain in real-world scenarios. In addition, with the
SDR-based metrics, the content information of the text query is not
considered effectively in LASS. This paper introduces a reference-
free evaluation metric using a contrastive language-audio pretrain-
ing (CLAP) module, termed CLAPScore, which measures the
semantic similarity between the separated audio and the text query.
Unlike SDR, the proposed CLAPScore metric evaluates the quality
of the separated audio based on the content information of the text
query, without needing a reference signal. Experiments show that
the CLAPScore provides an effective evaluation of the semantic
relevance of the separated audio to the text query, as compared to the
SDR metric, offering an alternative for the performance evaluation
of LASS systems. The code for evaluation is publicly available1.

Index Terms— Language-queried audio source separation,
evaluation metric, semantic similarity, CLAPScore

1. INTRODUCTION

Language-queried audio source separation (LASS) focuses on sep-
arating an audio source from a multi-source mixture based on
a natural language description, i.e., a text query [1, 2]. Unlike
traditional audio source separation, LASS utilizes the complex
and rich semantic information of natural language to guide the
separation process [1]. This integration of multi-modal data allows
for more intuitive and flexible interaction with audio separation
systems, making it particularly useful in various applications, i.e.,
audio editing [3–6], multimedia content creation [7], and designs of
assistive listening devices [1, 2, 8, 9].

Following audio source separation literature [10–12], the
signal-to-distortion ratio based metrics, i.e., SDR [13], SDR im-
provement (SDRi) [14, 15], and scale-invariant SDR (SI-SDR) [16]
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have been used to measure the separation performance of LASS
methods in [1]. All these metrics aim to quantify the quality of
the separated audio signals. They measure how close the separated
audio is to the original target audio, focusing on the reduction of
distortion or errors introduced during the separation process [14].

However, a major limitation of these SDR-based metrics is that
they need a reference audio to compare against the separated audio.
This makes these metrics applicable only in the simulated envi-
ronments with known target audio, but impractical for real-world
applications where the target source is unknown [17]. In such cases,
alternative evaluation methods or proxy measures are required to
evaluate the performance of the audio separation algorithms.

In this paper, we introduce a reference-free evaluation metric
for LASS, which calculates the audio-text similarity score using
the contrastive language-audio pretraining (CLAP) module [18],
termed CLAPScore. Unlike the previous SDR-based metrics that
require a reference audio to measure the separation performance,
the proposed CLAPScore metric evaluates the semantic similarity
between the separated audio and the text query without needing
a reference audio. This makes CLAPScore metric particularly
useful for real-world applications where a reference audio may not
be available. Furthermore, similar to SDRi, the improvement in
CLAPScore (CLAPScore-i) from the mixture to the separated audio
can reflect the improvement from LASS methods. Moreover, the
CLAPScore is also expanded to incorporate the reference audio
while it is available, denoted as RefCLAPScore.

Experiments indicate that the proposed CLAPScore metric
exhibits an approximately linear correlation with the SDR metric,
suggesting that CLAPScore can effectively evaluate the separation
performance of the LASS methods. Additionally, since the CLAP-
Score metric does not require reference audio and relies solely on
the text query used in the LASS separation process, it can be utilized
to evaluate LASS in real-world scenarios where the reference audio
is unavailable. This capability facilitates the development and
evaluation of the LASS methods on real-world multi-source data.

2. PREVIOUS SDR-BASED METRICS

The SDR-based metrics (i.e., SDR, SDRi, and SI-SDR) are
widely used objective metrics in signal processing, particularly
in language-queried audio source separation [14]. These metrics
can provide a reliable and standardized method for evaluating the
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Figure 1: Illustration of the limitation of the SDR-based metrics for the evaluation of the language-queried audio source separation (LASS)
methods in the real-world scenario, where the reference audio required by the SDR-based metrics is unavailable. Therefore, the SDR-based
metrics are unusable for the evaluation of the LASS methods in the real-world scenario.

Figure 2: Illustration of the evaluation process with the proposed CLAPScore metric for language-queried audio source separation. Notably,
the proposed CLAPScore metric does not need a reference audio for the evaluation. The inputs of the proposed CLAPScore metric, i.e.,
the estimated audio and the text query, are available in both simulation and real-world scenarios. Therefore, the CLAPScore metric can be
applicable for both such scenarios.

quality of the separated audio from LASS methods in the simulation
scenario but are limited in the real world [17].

2.1. Definition of SDR-Based Metrics

In widely used SDR-based metrics, SDR measures the ratio of the
power of the desired signal to the power of the distortion introduced
by the separation process [13]. SDRi is an improvement metric
that measures the difference in SDR before and after applying an
audio source separation algorithm [14, 15]. SI-SDR normalizes the
audio signals to make the evaluation independent of their amplitude,
which is more robust for varying scales [16, 19, 20]. The definition
of SDR, SDRi and SI-SDR can be presented as follows:

SDR = 10 log10

(
∥s∥2

∥s− ŝ∥2

)
, (1)

SDRi = SDRafter − SDRbefore, (2)

SI-SDR = 10 log10

(
∥αs∥2

∥αs− ŝ∥2

)
, (3)

where s denotes the reference audio, i.e., the ground-truth audio
source, ŝ denotes the estimated audio. SDRbefore denotes the SDR
between the mixture and the reference audio, and SDRafter denotes
the SDR between the separated audio from a LASS method and the
reference audio. The improvement from SDRbefore to SDRafter is the
value of SDRi. For SI-SDR, α = ŝ⊤s

∥s∥2 is the optimal scaling factor
that aligns the estimated audio with the reference audio, where
⊤ denotes the transpose operation. For all of these SDR-based
metrics, a higher value indicates better separation performance.

2.2. Limitation of SDR-Based Metrics

According to the above definition of SDR-based metrics, it can be
found that, these metrics all depend on the reference audio signal
s to measure the separation performance of the LASS methods.
However, this requirement can be only met in a simulation scenario,
where the reference audio and the noise are known to simulate the
mixture audio. Due to the lack of the reference audio, these SDR-
based metrics cannot be usable to measure the LASS performance
in the real-world scenario, as illustrated in Figure 1.

Moreover, these SDR-based metrics are power-based metrics to
measure the effectiveness of LASS methods. They primarily focus
on the signal quality and distortion level of the separated audio,
without considering whether the semantic content of the separated
audio matches the text query. Therefore, these SDR-based metrics
cannot measure the semantic similarity between the separated audio
and the text query. To measure the matching of the semantic content
between the separated audio and the text query, other more effective
semantic similarity metrics are required.

3. PROPOSED CLAPSCORE METRIC

To measure how well the separated audio matches the text queries,
we introduce the CLAPScore metric. This metric quantifies how
closely the content of the separated audio aligns with the text query.
A higher CLAPScore means that the separated audio’s content is
more similar to the text query, indicating better performance in
separating audio based on the text query. The evaluation process
with the proposed CLAPScore metric is illustrated in Figure 2.
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3.1. Definition of Proposed CLAPScore Metric

The proposed CLAPScore metric is a measure of the similarity
between the separated audio from the LASS methods and the text
query used in the LASS process. It can measure the semantic
similarity between the separated audio and the text query.

The calculation of the proposed CLAPScore metric is based
on the contrastive language-audio pretraining (CLAP) module [18].
The CLAP module is pretrained on a large-scale dataset and learns
the audio-text alignment in the latent space [18]. Due to this
advantage, the CLAP module is widely used to measure the audio-
text alignment in the evaluation of text-to-audio generation methods
[21, 22]. Inspired by these studies, we introduce the CLAP module
to calculate the audio-text similarity between the estimated audio
and the text query to measure the separation performance of the
LASS methods.

Specifically, the audio embedding of the estimated audio ŝ (i.e.,
the separated audio signal) and the text embedding of the text query
are obtained with the CLAP module2, as follows,

â = EA(ŝ), (4)

t = ET (c), (5)

where c denotes the text query, EA(·) and ET (·) denotes the audio
encoder and text encoder in CLAP module, respectively. The
audio embedding â of the estimated audio is extracted by the audio
encoder in the CLAP module, and the text embedding t of the text
query is extracted by the text encoder in the CLAP module.

Then, the cosine similarity between the audio embedding and
the text embedding is calculated as the value of the proposed
CLAPScore metric to measure the semantic similarity between the
estimated audio and the text query. Thus, the calculation of the
audio-text similarity score can be represented as

CLAPScore =
â⊤t

∥â∥∥t∥ . (6)

A higher CLAPScore means a better match between the audio
embedding of the estimated audio and the text query used in LASS
process. Therefore, a higher CLAPScore indicates better separation
performance of the LASS methods.

3.2. Advantages of the Proposed CLAPScore Metric

Different from the SDR-based metrics, the proposed CLAPScore
metric can evaluate the degree of matching between the separated
audio and the text query in their latent spaces. It provide a way to
measure the semantic similarity between the separated audio and
the text query for the LASS task.

In addition, according to the definition of the proposed CLAP-
Score metric, it can be found that, the evaluation based on the
proposed CLAPScore metric depends on the separated audio and
the text query, without the need for a reference audio as required
in the SDR-based metrics. The separated audio and the text query
can be easily obtained in both the simulation and the real-world
scenarios, thus this metric is applicable for both scenarios, offering
advantages over the SDR-based metrics which only work when the
reference audio is available.

2https://huggingface.co/spaces/Audio-AGI/AudioSep/blob/main/
checkpoint/music speech audioset epoch 15 esc 89.98.pt

3.3. Expanded CLAPScore Improvement Metric

In addition, similar to the SDRi metric, we design the improve-
ment of the CLAPScore metric to measure the difference in the
proposed CLAPScore metric before and after applying an LASS
method, termed CLAPScore improvement (CLAPScore-i). The
CLAPScore-i metric can be calculated as follows,

CLAPScore-i = CLAPScoreafter − CLAPScorebefore, (7)

where CLAPScorebefore denotes the CLAPScore between the orig-
inal mixture audio and the text query, and CLAPScoreafter denotes
the CLAPScore between the separated audio and the text query.

3.4. Expanded RefCLAPScore Metric

We present an expanded CLAPScore while the reference audio
is available, termed RefCLAPScore. The calculation of the Ref-
CLAPScore can be represented as

RefCLAPScore = H(CLAPScoreafter,CLAPScoreref), (8)

where H(·, ·) denotes the harmonic mean function, and
CLAPScoreref denotes the CLAPScore of the reference audio. The
RefCLAPScore metric can further introduce the semantic informa-
tion of the reference audio (i.e., source audio) to obtain a fine-
grained measure for the separation performance.

4. EXPERIMENTS

4.1. Dataset

To verify the effectiveness of the proposed CLAPScore metric,
we conducted experiments on the DCASE 2024 Challenge Task
9 validation set3. This dataset includes 1000 audio signals from
the FreeSound dataset [23], each with 3 corresponding text queries.
By randomly combining pairs of audio signals, the validation set
provides 3000 mixture audio samples for evaluation. Additionally,
we split this dataset to perform an ablation study of the proposed
CLAPScore metric.

4.2. Effectiveness of Proposed CLAPScore Metric

To demonstrate the effectiveness of the proposed CLAPScore met-
ric, we evaluate the separation performance of standard LASS meth-
ods on 3000 officially provided mixture audio signals using both
SDR-based metrics (SDR, SDRi, SI-SDR) and CLAPScore based
metrics (CLAPScore, CLAPScore-i, RefCLAPScore). The eval-
uated LASS methods include the official baseline of the DCASE
2024 Challenge Task 9 (baseline) [2], our previously submitted
system [24] trained with GPT-augmented text queries (baseline-
Augmented) [25,26], and the state-of-the-art method, AudioSep [2].
Evaluation results measured by these metrics are shown in Table 1.

Based on the SDR metric performance, it is clear that the
separation effectiveness of the three evaluated LASS methods ranks
from highest to lowest as follows: AudioSep, baseline-Augmented,
and baseline. Similarly, in the evaluation using the CLAPScore
metric, the methods rank from best to worst in the same order:
AudioSep, baseline-Augmented, and baseline. This demonstrates
that the CLAPScore metric can effectively assess the separation
performance of LASS methods. Furthermore, its ability to evaluate
without requiring a reference audio makes it particularly suitable
for scenarios where reference audio is unavailable.

3https://zenodo.org/records/10886481

https://huggingface.co/spaces/Audio-AGI/AudioSep/blob/main/checkpoint/music_speech_audioset_epoch_15_esc_89.98.pt
https://huggingface.co/spaces/Audio-AGI/AudioSep/blob/main/checkpoint/music_speech_audioset_epoch_15_esc_89.98.pt
https://zenodo.org/records/10886481
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Table 1: Evaluation of different LASS methods with the SDR-based
metrics (i.e., SDR, SDRi, SI-SDR) and the proposed CLAPScore
based metrics (i.e., CLAPScore, CLAPScore-i, RefCLAPScore).

Method SDR SDRi SI-SDR CLAPScore CLAPScore-i RefCLAPScore

Baseline [2] 5.708 5.673 3.862 0.239 0.029 0.253
Baseline-Augmented [24] 5.937 5.902 4.191 0.242 0.031 0.254

AudioSep [2] 8.192 8.157 6.680 0.261 0.050 0.267

Table 2: Pearson correlation coefficient (PCC) between SDR-
based and CLAPScore-based metrics with statistically significant
correlation p-value < 0.05.

PCC with SDR PCC with SI-SDR PCC with SDRi

CLAPScore 0.270 0.289 CLAPScore-i 0.288RefCLAPScore 0.226 0.254

4.3. Correlation between SDR-Based Metrics and CLAPScore

According to the results in Table 1, an interesting phenomenon
can be observed that the performance measured by CLAPScore
based metrics (i.e., CLAPScore, CLAPScore-i, and RefCLAP-
Score) shows similar trend to that measured by SDR-based metrics.
Specifically, when the performance on CLAPScore based metrics
is high, the performance on SDR-based metrics is also high.
To explore their correlation, we calculate the Pearson correlation
coefficient (PCC) as Table 2.

It can be found that, both CLAPScore and RefCLAPScore
shows a moderate positive correlation with both SDR and SI-
SDR. Additionally, CLAPScore-i has a similar moderate correlation
with SDRi. These indicate that the CLAPScore based metrics
has statistically significant positive correlations with SDR-based
metrics.

To further explore the correlation between these metrics, we
simulate the mixture audio under different SDR levels ranging from
−20dB to 20dB in 5dB increments, based on the provided 3000
source-noise pairs in the validation set of DCASE 2024 Challenge
Task 9. Then, we evaluate the quality of these simulated mixture
audio and the quality of the separated audio from the LASS method
(i.e., AudioSep [2]) using the proposed CLAPScore based metrics.
The results are illustrated in Figure 3.

The proposed CLAPScore for mixture audio shows an approx-
imately linear correlation with the SDR metric, as shown by the
blue line in Figure 3. This indicates that CLAPScore effectively
evaluates audio signal quality using text queries. Additionally,
Figure 3 demonstrates that the CLAPScore for separated audio (red
line) and CLAPScore-i (green line) indicate a better match with text
queries for separated audio, validating CLAPScore’s effectiveness
in measuring separated audio quality. Notably, CLAPScore-i for
AudioSep is higher at lower SDR levels than at higher SDR levels,
likely because simulated mixtures at higher SDR levels are already
close to the source audio, resulting in only subtle improvements
with the LASS method.

4.4. Evaluation with Different Mixing Strategies

We conduct an ablation study to evaluate the CLAPScore value of
the mixture audio signals with different mixing strategies, where
990 audio signals are selected from the validation set of DCASE
2024 Challenge Task 9 as source audio and three different mixing
strategies are attempted for each source audio: (1) source audio,
(2) mixed with white noise, and (3) mixed with an audio signal
of different content. This results in a total of 2970 mixtures for

Figure 3: Illustration to show the correlation between the SDR
metric and the proposed CLAPScore metric. Here, the separated
audio comes from the LASS method, i.e., AudioSep [2].

Figure 4: Illustration of the proposed CLAPScore metric for the
mixtures from different mixing strategies.

evaluation, with each mixing strategy producing 990 estimated
audio signals. The lines representing the CLAPScore metric at
different SDR levels (−20dB, −15dB, −10dB, −5dB, 0dB, 5dB,
10dB, 15dB, and 20dB) for these mixtures are shown in Figure 4.

It can be found that, the value of the proposed CLAPScore for
the source audio is significantly better than the one mixed by audio
with different content, under any SDR levels. This verifies that
the proposed CLAPScore metric can capture the difference on the
semantic content between the estimated audio and the text query.
Therefore, the proposed CLAPScore metric prefers to assign an
estimated audio that has different content from the text query with a
lower measure, even if the SDR performance of the estimated audio
is good (i.e., 20dB).

Furthermore, it is interesting that the estimated audio mixed
with the white noise has higher CLAPScore value than the original
source audio under high SDR levels (i.e., 10dB, 15dB, 20dB). The
reason may be that, in these SDR levels, the white noise can be
considered as the background noise, estimated audio mixed by
such background noise may enhance the realism of the resulting
mixes, as analyzed in [9]. Then, the enhanced realism of the
estimated audio leads to better CLAPScore performance than the
source audio.

5. CONCLUSION

In this work, we proposed a reference-free metric for language-
queried audio source separation using contrastive language-audio
pretraining, termed CLAPScore, which can further measure the
semantic similarity between the estimated audio and the text query,
without the requirement of a reference audio. Experiments show
that the proposed CLAPScore can achieve a more fine-grained
evaluation for language-queried audio source separation.
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